Installing Xen 3.0.2 in OpenSuSE 10.1


I. Planning 

Think through the number of total machines (1 host [dom0] + x guests [domU]) you want where to store them.  Xen is flexible it can store domU’s in files, in LVMs, or in distinct drive partitions. This example will use drive partitions.  This example assumes a 40gb disk with one dom0 (10 gb) a swap drive (2 gb) and three domU’s each in an 8 gb partition within a 24 gb extended partition:


Hda1

dom0

10gb


Hda2

swap

 2gb


Hda5

domU (first)
 8gb

Hda6

domU (second) 8gb

Hda7

domU (third)
 8gb

Either use a partitioning tool of your choice or partition the drive at installation of SuSE 10.1 dom0 using the expert option, or install SuSE 10.1 then use the YAST partitioning tools to achieve the above.

DomUs built into LVM and files are probably easier to move or reallocate space while partition otpion provides a higher level of segregation the choice should be driven by the business needs, continuity plans, security requirements and other factors.

The YaST Virtual Machine management GUI tool appears to have the capability to create a xen vm config file. After spending a while with it and various errors (that were probably my doing) I found it easier to create the vm config file with an text editor and place it in /etc/xen/vm/ directory.  YaST VMM is ok for listing, starting and deleting (dangerous) a vm config file, however, it is faster to enter these xm commands from the shell.

II. Build the Dom0  (host)

· Boot with the SuSE 10.1 installation DVD in the DVD drive

· choose installation from the menu

· choose your language and keyboard.

· Agree to the end user license agreement

· Click the radio button for new installation

· Choose the time zone and edit the clock

· Choose your desktop environment (KDE for me, habit)

· At the Partition screen (if you have not previously configured the partitions with another tool)

· Choose create custom

· Choose custom partitioning on the next screen

· Add partitions and make the file system reiserfs if installing more SuSE domU’s

· At the Installation Settings screen

· Review the partitions setup previously, this dom0 install should be pointed at hda1 and the swap drive pointed at hda2 , if not, click on the word link Partitions and you will be taken to a screen similar to the partitions screen above 

· Click on the Software link to add Xen because it is NOT part of the standard installation packages

· In the software selection panel on the left, check the box in front of the group Xen Virtualization 10 lines down

· Choose any other packages you wish to install, then click Next, and Next again

· Complete the installation choices of host name, root password, network (DHCP works nice), online update, create users, hardware config (printers)

· Reboot

· The boot menu (GRUB) will have the default choice of the regular (non-xen) SuSE kernel, to boot into the Xen enabled kernel down arrow one line and hit enter

(to change the default boot to be xen instead of standard SuSE, at the command line enter 

     “vi /boot/grub/menu.lst”

     “I”         (for insert)

     Arrow down to change the line “default 0”  to  “default 1”

     hit the escape key

     enter


“:wq”     (colon w q )

Reboot and the default boot kernel should be SuSE-xen

At a command prompt enter “xm list” and the result should show Domain 0 running

III. Build the DomU (guest) 

A. YaST dirinstall to build another SuSE 10.1 system

· insert the SuSE 10.1 installation DVD

· Open a command shell

· if not already existing, create a target install directory 
“mkdir /var/tmp/dirinstall”

· Mount the partition where you wish to install the guest, in our example partition 5,   “mount /dev/hda5 /var/tmp/dirinstall”

· Enter “yast2 dirinstall”   (“yast dirinstall” for text based)

· if this is first time use, import the host key

· at the Directory Installation screen

· verify the target directory is /var/tmp/dirinstall

· the default answer of “no” is fine for both the First Boot and Create Image settings

· if your wish to change the software selections highlight “Software”, then click on “Detailed Selection” to add or delete packages as needed

· depending on the additional packages selected it will take 30 minutes ++ to install the packages

· if the install fails on the copy of “...kernel-xen...”, tab to the “ignore” choice and hit enter, the install will resume, this file will be  copied below

· when the bar reaches 100%, there will be a configuration screen, then you will be returned to the command prompt

B. While the hda5 is mounted lets clean up the domU, in the command shell enter:

· cd /var/tmp/dirinstall

· cp /boot/*xen* ./boot  (don’t forget the period in front of the last /boot)

· cp –ax /lib/modules/ `uname -r` /var/tmp/dirinstall/lib/modules/

 (all on one line, also those are back-ticks, the symbol under the tilde key)

· echo “/dev/hda1 / reiserfs defaults 1 1” > ./etc/fstab

· rm -f ./etc/mtab

· sed -ie “s/^[2-6]:/#\\0/” ./etc/inittab

· cp /etc/passwd ./etc

· cp /etc/shadow ./etc

· cp /etc/ssh/sshd_config ./etc/ssh/sshd_config

· cd /

· umount /var/tmp/dirinstall

C. Build a xen config file for the first domU (named vm1)

· create a file in /etc/xen/vm/ directory in dom0 with the lines as shown in appexdix A, name the file vm1

vi /etc/xen/vm/vm1

i   (for insert)

(type the lines)

escape key, :wq (then enter and the file is created)

IV Running Xen

· xm list (shows which domains are running, should always show Domain0 if you booted into SuSE-xen)

· xm create /etc/xen/vm/vm1 (starts the virtual machine in config file vm1, note the config file is vm1, but the name of the running domU (enter xm list again) is “domU1”,  domU1 will be used for most xm commands)

· xm console domU1 (starts the domainU in a shell) (congrats)

Other xm commands to run in dom0

· xm destroy domU1 (stops the domU (guest) and removes the virtual machine related to that domain)

· xm dmesg (shows xen version and startup debug messages)

· xm help (lots of other commands related to memory, migration, other)

V Graphical Interface to domU's

· in the domU1 just created enter,

vncserver

since this is the first time using this remote access tool it requests the establishment of a password, enter and verify the password of your choice

· note the number after the colon in “New X desktop is linux:1”

· enter

ifconfig

note the ip address, 

(if no ip address or no eth0 interface, enter 

                  yast network

hit enter to accept “Network Card”

hit enter to accept the traditional “ifup” method

enter “alt i” to edit the card

in the “no driver” warning box hit enter to “continue”

(DHCP should be shown as selected with a “x” mark)

hit enter to change the hostname

enter “alt h” to change the name, backspace over “linux”

type in the name of your chosing (“domU1”)

hit tab six time to highlight “OK”, hit enter

hit tab 5 time to highlight “Next”, hit enter

“Next” is highlighted on the Card Configuration screen, hit 


enter

at the command shell enter “ifconfig” and eth0 with an IP address should be listed, note the IP address for vnc connection)

(NOTE: Xen and SuSE sometimes gets out of sync with Xen on interface naming (eth0, eth1) when you change a static MAC or when Xen dynamically changes MACs, if the domU's cant ge't an IP via DHCP try:

a.) reset the FORCE PERSISTENT NAMES parameter to “no” in 

/etc/sysconfig/network

b.) delete the file 

/etc/files/udev.d/30-net/names.rules  )

· open a new shell in dom0

· enter “vncviewer 192.168.1.xxx:#” with the 4 octet number form the ifconfig command results from domU1 and the # value from the vncserver command results from domU1

· enter the vnc password established above

· a “X Desktop” graphical shell appears , enter “startkde” in the shell

change the ugly background and have all the other graphical fun

 Appendix A:  Example DomU Config File /etc/xen/vm/vm1

disk = [ 'phy:/dev/hda5,hda,w' ]

memory = 256

vcpus = 1

builder = 'linux'

name = 'domU1'

vif = [ 'mac=00:16:3e:d2:03:e1' ]

localtime = 0

on_poweroff = 'destroy'

on_reboot = 'restart'

on_crash = 'restart'

extra = ' TERM=xterm'

bootloader = '/usr/lib/xen/boot/domUloader.py'

bootentry = '/dev/hda:/boot/vmlinuz-xen,/boot/initrd-xen'

# kernel    = "/boot/vmlinuz-xen"

# ramdisk   = "/boot/initrd-xen"

root      = "/dev/hda"

<<endoffile>>

**********************  NOTES  **************************

disk = will be hda6 or the second domU, hda7 for the third domU, in my example

memory = set at a number needed by the virtual host's intended use

vcpus = if dual or quad cpu's, specify that on this line

name = whatever you want, this will be the identifier for xm commands except “create”

vif = logical NIC's MAC can be specified or let xen randomize, each domU's number must be unique

bootloader and bootentry = are useful if you want domU to boot from the dom0 kernel, the advantage is that when you update the dom0 kernel you are also updating the kernel used by domU

(if you want domU to boot into it's own kernel then comment out the bootloader and boot entry lines and uncomment the kernel and ramdisk lines, this method has the advantage of running different distros or applications the require a different kernel)
